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1
DISPLAY OF SHADOWS VIA SEE-THROUGH
DISPLAY

BACKGROUND

Various technologies may allow a user to experience a mix
of'real and virtual worlds. For example, some display devices,
such as various head-mounted display devices, may comprise
see-through displays that allow the superposition of a dis-
played image over a real-world background. In this manner,
images may be displayed such that they appear intermixed
with elements in the real-world background.

SUMMARY

Various embodiments are disclosed that relate to the pre-
sentation of images of shadows cast over a real-world back-
ground by virtual objects displayed on a see-through display
system. For example, one disclosed embodiment provides a
method of operating a display device having a see-through
display screen. The method comprises displaying on the see-
through display screen an image of an object, and while
displaying the image of the object, displaying an image of a
shadow cast by the object onto the background scene. The
image of the shadow is displayed by acquiring an image of a
background scene, determining a location of the shadow in
the image of the background scene, rendering an enhanced
image of the background scene by increasing a relative
brightness in a region adjacent to the shadow compared to a
brightness within the shadow, and displaying the enhanced
image of the background scene.

This Summary is provided to introduce a selection of con-
cepts in a simplified form that are further described below in
the Detailed Description. This Summary is not intended to
identify key features or essential features of the claimed sub-
ject matter, nor is it intended to be used to limit the scope of
the claimed subject matter. Furthermore, the claimed subject
matter is not limited to implementations that solve any or all
disadvantages noted in any part of this disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows an embodiment a see-through display system
worn by a user in an example use environment.

FIG. 2 shows a perspective of the user of FIG. 1 viewing
embodiments of an object and an image of a shadow cast by
the object over a background scene in the use environment of
FIG. 1.

FIG. 3 shows a flow diagram depicting an embodiment of
a method of operating a see-through display system.

FIG. 4 shows a block diagram of an embodiment of a
see-through display system.

FIG. 5 shows aperspective view of the embodiment of FIG.
1.

DETAILED DESCRIPTION

As mentioned above, see-through display devices may
allow the presentation of a displayed image over a real-world
background, such that objects in the displayed images may
appear to intermix with the real-world background. However,
various aspects of such image presentation may make the
displayed objects appear less lifelike. For example, shadows
cast by real-world objects may be noticeably absent from
objects displayed on the display device.

Generating images of shadows of virtual objects on a real-
world background may pose various challenges. For
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example, where images are formed on the see-through dis-
play screen via projection or via an embedded emissive dis-
play technology (e.g. a transparent organic light emitting
device), the displayed images add additional light to the scene
as viewed by the user. In contrast, a shadow is created by
subtracting light from a scene. Because such technologies do
not allow light to be subtracted from the real-world back-
ground scene, displaying a shadow cast by a virtual object on
the real-world background may pose difficulties.

Accordingly, the disclosed embodiments are directed to
forming a shadow on a background scene in a see-through
display device by increasing a relative brightness of non-
shadow regions of the background scene as viewed by a user.
Briefly, a reference image of a background scene is acquired,
potentially globally reduced in brightness, and then re-ren-
dered in such a manner as to form an enhanced image of the
background scene in which non-shadow regions of the image
of the background image have a greater relative brightness
than shadow regions. The enhanced image of the background
scene is then displayed to the user over the real-world back-
ground, along with the image of the virtual object from which
the image of the shadow appears to originate. The display of
the enhanced image of the background scene over the real-
world background effectively adds light to the desired non-
shadow portions of the real-world background scene as per-
ceived by the viewer. This may create the effect of an image of
a shadow cast on real-world objects in the background scene
by the displayed virtual object.

In some embodiments, the increase in brightness of non-
shadow regions of the enhanced image of the background
scene compared to shadow regions of the enhanced image of
the background scene may be global in extent, such that all
non-shadow regions are increased in relative compared to
shadow regions. In other embodiments, the increase in bright-
ness may be local to areas adjacent to each shadow. Further, to
mitigate the effect of the added light of the enhanced image of
the background scene, in some embodiments, the see-through
display screen may comprise optics, such as a neutral density
filter, to reduce an amount of background light passing
through the see-through screen.

FIG. 1 illustrates a use environment for an embodiment of
a see-through display device 100 in the form of a head-
mounted display system. A user 102 wearing the see-through
display device 100 is located in a room, and is shown facing
awall 104. For the purpose of clarity, no physical objects are
shown on the floor 106 or the wall 104 of the room within the
field of view of the user. However, it will be understood that
the see-through display device 100 may be used in virtually
any environment, indoors or outdoors.

FIG. 2, shown from the perspective of user 102, illustrates
animage ofan object 200 in the form of a wizard displayed on
the see-through display device 100, such that the object 200
appears to be located in the empty viewing environment of
FIG. 1. Further, an image of a shadow 202 cast by the object
200 is shown as if cast on the real world background. In the
depicted embodiment, the shadow follows the contour of the
floor 106 and wall 104 in the same manner as would a real
shadow. However, other embodiments may address changes
or variations in background surface contour in other manners.
It will be understood that the shadow may have any suitable
size, shape, intensity and direction, depending upon a type
and location of virtual light source(s) used to calculate the
appearance of the shadow.

As mentioned above, the image of the shadow 202 may be
generated by re-rendering an image of the background scene
over the actual background scene such that a relative bright-
ness of non-shadow regions is increased compared to shadow
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regions of the image of the background scene. FIG. 3 shows
a flow diagram depicting an example embodiment of a
method 300 of displaying images of shadows in such a man-
ner.

Method 300 comprises, at 302, displaying an image of an
object on a see-through display screen, and at 304, acquiring
a reference image of a background scene that is within a field
of view of a user of the see-through display device. The
reference image of the background scene may be processed in
various manners to form an enhanced image of the back-
ground scene. For example, at 305, method 300 comprises
determining a location in the background scene of a shadow
generated by the displayed object. The location of the shadow
may be determined in any suitable manner, including but not
limited to via conventional real-time shadow generation tech-
niques used in computer graphics. It will be understood that
the location and appearance of the shadow may be dependent
upon a type (e.g. parallel rays, diffuse light, etc.) and location
(e.g. overhead, oblique, etc.) of a virtual light source or
sources applied when determining the shadow location, as
well as a particular shadow generation method employed.

As mentioned above, the location of the shadow in the
background image may be dependent upon the structure of
the use environment. For example, a shadow may change
direction and/or shape depending upon the shape and orien-
tation of surfaces in the use environment on which the shadow
is to be cast. Therefore, in some embodiments, image pro-
cessing may be performed to determine surface contour varia-
tions that may affect the appearance of a shadow, and such
contour variations may then be taken into account when
determining the shadow location.

After determining the shadow location, method 300 com-
prises, at 308, rendering an enhanced image of the back-
ground scene by increasing a relative brightness of the back-
ground scene in a non-shadow region adjacent to the shadow
region compared to a brightness in the shadow region. This
may involve various processes. For example, in some
embodiments, the entire image of the background scene first
may be darkened to form a base image, and then desired
non-shadow regions may be selectively brightened relative to
the shadow regions. Alternatively and/or additionally, the
desired shadow regions may be selectively darkened relative
to the non-shadow regions. It will be understood that such
pre-darkening of the original image of the background scene
may be omitted where suitable, such as in low light use
environments. [t further will be understood that an amount by
which the original image of the background scene is darkened
may be fixed or variable, and may be selected or varied based
upon such factors as an amount of background light that is
removed by a neutral density filter, an intensity of the back-
ground light in an actual or expected use environment, etc.

In some embodiments, as indicated at 310, the relative
brightness of the non-shadow region of the image may be
brightened globally, such that a relative brightness of all
non-shadow regions of the enhanced image of the back-
ground scene are increased relative to all shadow regions. In
other embodiments, as indicated at 312, the relative bright-
ness of non-shadow regions may be increased locally. In such
embodiments, a relative brightness differential may have a
maximum located at or near the shadow/non-shadow border,
and decreases from the maximum as a function of distance
from the shadow region. The use of a sufficiently gradual
brightness gradient (as a non-limiting example, over an angu-
lar view of 20 degrees) may help to make the bright spot
around the shadow less noticeable due to the lower sensitivity
of'the human visual system to gradual light change. It will be
understood that such brightness gradients may be more

25

30

40

45

4

noticeable where they cross an edge, for example, between
different colors, textures, etc. in the background image due to
the sensitivity of the human eye to changes in brightness over
narrow ranges. Therefore, as indicated at 314, the increase in
relative brightness of a non-shadow region adjacent to a
shadow region may terminate at a sharp gradient (e.g. that
exceeds a preselected threshold gradient) in the background
image.

Where a relative brightness of the non-shadow regions is
increased globally, the addition of the enhanced image of the
background scene over the real-world background may cause
a noticeable brightening in some circumstances. To avoid
unwanted brightening, the aforementioned neutral density
filter and/or other suitable optics may be used to reduce the
total brightness of the image that reaches the user’s eyes by
blocking some background light. In embodiments in which
the relative brightness is increased locally, a neutral density
filter may be omitted, as the brightened areas may not notice-
ably affect the overall brightness of the image as viewed by
the user.

The brightness of the non-shadow region may be increased
any suitable relative amount compared to the brightness of the
shadow region. It will be noted that real-world shadows are
generally not totally black, but instead may have a relatively
small decrease in intensity compared to adjacent non-shadow
areas due to bounced light and other ambient light sources.
Therefore, in some embodiments, the relative brightness dif-
ferential between the shadow and non-shadow regions may
be relatively subtle. Examples of suitable differences in
brightness include, but are not limited to, differences of 2-3
stops.

Ambient background light may have a different color dis-
tribution depending upon the source of ambient light in a
viewing environment. For example, interior ambient light
may have a spectrum with peaks corresponding to the peak
wavelengths of the light sources used in that interior environ-
ment. Likewise, different exterior locations may have differ-
ent ambient light color distributions due to environmental
differences. For example, ambient light in an arid environ-
ment on a sunny day may have a stronger blue component
than sunlight due to the wavelength distributions of bounced
light in such environments.

Therefore, to help make the increase in the relative bright-
ness intensity appear more natural, method 300 may com-
prise, at 316, performing a color analysis to determine a color
distribution in the ambient light (e.g. intensity v. wavelength),
and increasing the relative brightness based upon the color
intensity distribution. For example, if a color analysis shows
that the ambient light has a relatively even distribution of
color intensities, then non-shadow regions may be increased
in intensity by adding white light to the non-shadow regions.
Likewise, if a color analysis shows that the ambient light has
a predominantly blue distribution, then similarly blue light
may be added to the non-shadow regions of the enhanced
image of the background scene.

Continuing with FIG. 3, after forming the enhanced image
of the background scene, method 300 comprises, at 318,
displaying the enhanced image of the background scene
along with the image of the object on the see-through display.
In this manner, the shadow in the enhanced image of the
background scene may appear to be cast by the displayed
object onto the real-world background. This may help to
provide a perspective of depth for the object, which may help
to convey a sense that the displayed object actually exists in
the use environment.

Depending upon a processing speed of the see-through
display device and a rate at which a user is changing perspec-
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tive in the environment, the perspective of the user may
change quickly enough that the enhanced image of the back-
ground scene is not sufficiently aligned to a current perceived
background. Therefore, in some embodiments, the see-
through display device may be configured to track the
motions of the user, and in response, to correct for any mis-
alignment between the enhanced image of the background
scene and the currently perceived real-world background.
Such correction may be performed, for example, by position-
ally offsetting the enhanced image of the background scene
based upon tracked user motions during the period between
acquiring the original image and displaying the enhanced
image of the background scene. Such tracking may be per-
formed in any suitable manner, including but not limited to
via motion sensors disposed on the see-through display
device.

The above-described embodiments of methods of display-
ing shadows on a see-through display may be used with any
suitable see-through display device, including but not limited
to the head-mounted display system of FIG. 1. FIG. 4 shows
ablock diagram of an embodiment of the see-through display
device 100, and FIG. 5 shows an example physical embodi-
ment of the see-through display device 100. The see-through
display device 100 may comprise various sensors and output
devices. For example, see-through display device 100 may
comprise a see-through display subsystem 400 having an
image production system 402 configured to produce images
and display the images on a see-through display screen 403,
for example, in the form of lenses. The image production
system 402 may be configured to project images onto the
see-through display screen 403, to display images via image-
producing elements incorporated into the see-through display
screen 403 (e.g. a transparent OLED display), or in any other
suitable manner. The see-through display screen 403 may
comprise a neutral density filter 404 and/or other optics to
reduce an amount of background light that reaches a viewer.
Audio may be presented via one or more speakers 405 on the
see-through display device 100.

The see-through display device 100 may further comprise
one or more image sensors 406. The image sensor(s) 406 may
include one or more outwardly-facing image sensors config-
ured to acquire an image of a background scene for process-
ing into an enhanced image of the background scene. Like-
wise, the image sensor(s) 406 may include eye tracking image
sensors configured to acquire image data to allow a viewer’s
eyeballs to be tracked for various purposes, such as determin-
ing where to locate objects in a displayed image, detecting
user inputs made via eye gestures, etc. The see-through dis-
play device 100 may further comprise one or more micro-
phones 407 to allow the use of voice commands as user
inputs.

The see-through display device 100 may further comprise
one or more motion sensors 408 to detect movements of a
viewer’s head when the viewer is wearing see-through dis-
play device 100. This may allow, for example, an enhanced
image of the background scene to be aligned with a current
background view. Likewise, the motion sensors 408 also may
be employed as user input devices, such that a user may
interact with the see-through display device 100 via gestures
of'the neck and head, or even of the body. The motion sensors
408 may be configured to detect any suitable movements of
the user’s head, including translational and/or tilt move-
ments. [t will be understood that the sensors illustrated in FIG.
4 are shown for the purpose of example and are not intended
to be limiting in any manner, as any other suitable sensors
and/or combination of sensors may be utilized.

25

35

40

45

50

6

The head-mounted display system 110 may have any suit-
able physical form. For example, in some embodiments, the
head-mounted display system 110 may take the form of a pair
of'eyeglasses as shown in FIG. 5, wherein the lenses may be
clear, or darkened via a neutral density filter or other suitable
optics. In FIG. 5, an outwardly-facing image sensor 406 is
shown located at a top-center location on the frame of the
eyeglasses, but it will be understood that the image sensor 406
may have any other suitable location. Further, it will be under-
stood that, in other embodiments, the head-mounted display
system 110 may take any other suitable form, such as a
helmet, goggles, etc. in which a see-through display system is
supported in front of a viewer’s eye or eyes.

Returning to FIG. 4, the see-through display device 100
further comprises a controller 410 having a logic subsystem
412 and a data-holding subsystem 414 in communication
with the various other components of see-through display
device 100. The data-holding subsystem 414 comprises
instructions stored thereon that are executable by the logic
subsystem 412, for example, to display images of objects and
shadows formed by the object on the see-through display
screen 403, as described above.

It will be understood that the controller 410 is shown in
simplified form. It also will be understood that the see-
through display device 100 may utilize any suitable computer
architecture without departing from the scope of this disclo-
sure.

The logic subsystem 412 may include one or more physical
devices configured to execute one or more instructions. For
example, the logic subsystem 412 may be configured to
execute one or more instructions that are part of one or more
applications, services, programs, routines, libraries, objects,
components, data structures, or other logical constructs. Such
instructions may be implemented to perform a task, imple-
ment a data type, transform the state of one or more devices,
or otherwise arrive at a desired result.

The logic subsystem 412 may include one or more proces-
sors that are configured to execute software instructions.
Additionally or alternatively, the logic subsystem 412 may
include one or more hardware or firmware logic machines
configured to execute hardware or firmware instructions. Pro-
cessors of the logic subsystem 412 may be single core or
multicore, and the programs executed thereon may be con-
figured for parallel or distributed processing. The logic sub-
system 412 may optionally include individual components
that are distributed throughout two or more devices, which
may be remotely located and/or configured for coordinated
processing. One or more aspects of the logic subsystem 412
may be virtualized and executed by remotely accessible net-
worked computing devices configured in a cloud computing
configuration.

The data-holding subsystem 414 may include one or more
physical, non-transitory, devices configured to hold data and/
or instructions executable by the logic subsystem to imple-
ment the herein described methods and processes. When such
methods and processes are implemented, the state of the
data-holding subsystem 414 may be transformed (e.g., to hold
different data).

The data-holding subsystem 414 may include removable
media and/or built-in devices. The data-holding subsystem
414 may include memory and/or devices with one or more of
the following characteristics: volatile, nonvolatile, dynamic,
static, read/write, read-only, random access, sequential
access, location addressable, file addressable, and content
addressable. In some embodiments, the logic subsystem 412
and the data-holding subsystem 414 may be integrated into
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one or more common devices, such as an application specific
integrated circuit or a system on a chip.

The data-holding subsystem further may comprise remov-
able computer-readable storage media 416, which may be
used to store and/or transfer data and/or instructions execut-
able to implement the herein described methods and pro-
cesses. Removable computer-readable storage media 416
may represent any suitable type of storage media, including
but not limited to DVDs, CDs, HD-DVDs, Blu-Ray Discs,
EEPROMs, tape drives, and/or floppy disks, among others.

The controller 410 further may comprise a communication
subsystem 418 configured to communicatively couple the
see-through display device 100 with one or more other com-
puting devices. The communication subsystem 418 may
include wired and/or wireless communication devices com-
patible with one or more different communication protocols.
As nonlimiting examples, the communication subsystem 418
may be configured for communication via a wireless tele-
phone network, a wireless local area network, a wired local
area network, a wireless wide area network, a wired wide area
network, etc. In some embodiments, the communication sub-
system 418 may allow the see-through display device 100 to
send and/or receive data, such as video data, game data, image
data, etc. to and/or from other devices via a network such as
the Internet.

It is to be appreciated that the data-holding subsystem 414
includes one or more physical, non-transitory devices. In
contrast, in some embodiments aspects of the instructions
described herein may be propagated in a transitory fashion by
a pure signal (e.g., an electromagnetic signal, an optical sig-
nal, etc.) that is not held by a physical device for at least a
finite duration. Furthermore, data and/or other forms of infor-
mation pertaining to the present disclosure may be propa-
gated by a pure signal.

It is to be understood that the configurations and/or
approaches described herein are exemplary in nature, and that
these specific embodiments or examples are not to be consid-
ered in a limiting sense, because numerous variations are
possible. The specific routines or methods described herein
may represent one or more of any number of processing
strategies. As such, various acts illustrated may be performed
in the sequence illustrated, in other sequences, in parallel, or
in some cases omitted. Likewise, the order of the above-
described processes may be changed.

The subject matter of the present disclosure includes all
novel and nonobvious combinations and subcombinations of
the various processes, systems and configurations, and other
features, functions, acts, and/or properties disclosed herein,
as well as any and all equivalents thereof.

The invention claimed is:

1. A method of operating an optical see-through display
device having a see-through display screen and a camera, the
method comprising:

displaying on the see-through display screen an image of

an object; and

while displaying the image of the object, displaying an

image of a shadow cast by the object onto a real-world

background scene by

acquiring via the camera an image of the real-world
background scene viewable through the see-through
display screen,

determining a location of the shadow in the image of the
real-world background scene,

rendering the image of the real-world background scene
to form an enhanced image of the real-world back-
ground scene by increasing a brightness of the real-
world background scene in the enhanced image of the

10

15

20

25

30

35

40

45

50

55

60

65

8

real-world background scene in a region adjacent to
the shadow compared to a brightness within the
shadow, and

displaying via the see-through display screen the
enhanced image of the real-world background scene
over and aligned with the real-world background
scene.

2. The method of claim 1, further comprising reducing an
amount of natural light passing through the see-through dis-
play screen via a neutral density filter.

3. The method of claim 1, wherein rendering the enhanced
image of the real-world background scene comprises not
increasing the brightness within the shadow.

4. The method of claim 1, wherein rendering the enhanced
image of the real-world background scene comprises darken-
ing the image of the real-world background scene globally.

5. The method of claim 1, wherein increasing the bright-
ness in the region adjacent to the shadow comprises increas-
ing a brightness of non-shadow regions globally.

6. The method of claim 1, wherein increasing the bright-
ness in the region adjacent to the shadow comprises increas-
ing the brightness locally such that a brightness differential
decreases as a function of distance from the shadow.

7. The method of claim 6, further comprising detecting an
edge in the image of the real-world background scene that
exceeds a preselected threshold gradient, and terminating the
increase in the brightness at the edge.

8. The method of claim 1, further comprising determining
a color distribution of ambient light, and increasing the
brightness by increasing the brightness based upon the color
distribution of the ambient light.

9. The method of claim 1, wherein displaying the image of
the object and the image of the shadow cast by the object
comprises displaying the image of the object and the image of
the shadow cast by the object on a head-mounted display
system.

10. An optical see-through head-mounted display system,
comprising:

a see-through display screen;

an image production system configured to display an

image on the see-through display screen;

an image sensor configured to acquire an image of a real-

world background scene viewable through the see-
through display screen;

a logic subsystem; and

a data-holding subsystem comprising instructions execut-

able by the logic subsystem to
display an image of an object on the see-through display
screen; and
while displaying the image of the object, display an
image of a shadow cast by the object onto the real-
world background scene by
acquiring via the image sensor the image of the real-
world background scene viewable through the see-
through display screen,
determining a location of the shadow in the image of
the real-world background scene,
rendering the image of the real-world background
scene to form an enhanced image of the real-world
background scene in which a brightness of the real-
world background scene in the enhanced image of
the real-world background scene in a region adja-
cent to the shadow is increased compared to a
brightness within the shadow, and
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displaying the enhanced image of the real-world
background scene on the see-through display
screen over and aligned with the real-world back-
ground scene.

11. The head-mounted display system of claim 10, wherein
the see-through display screen further comprises a neutral
density filter.

12. The head-mounted display system of claim 10, wherein
the instructions are executable to render the enhanced image
of the real-world background scene by increasing the bright-
ness in the region adjacent to the shadow while not increasing
the brightness within the shadow.

13. The head-mounted display system of claim 10, wherein
the instructions are executable to increase the brightness in
the region adjacent to the shadow by increasing a brightness
of non-shadow regions globally.

14. The head-mounted display system of claim 10, wherein
the instructions are executable to increase the brightness in
the region adjacent to the shadow by increasing the brightness
locally such that a brightness differential decreases as a func-
tion of distance from the shadow.

15. The head-mounted display system of claim 14, wherein
the instructions are executable to detect an edge in the image
of'the real-world background scene that exceeds a preselected
threshold gradient, and terminate the increase in the bright-
ness at the edge.

16. The head-mounted display system of claim 10, wherein
the instructions are further executable to determine a color
distribution of ambient light, and to increase the brightness by
increasing the brightness based upon the color distribution of
the ambient light.

17. On an optical see-through head-mounted display sys-
tem comprising a see-through display screen, a camera, and a
neutral density filter, a method of displaying an image of an
object and an image of a shadow of the object over a real-
world background scene viewable through the see-through
display screen, the method comprising:
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displaying on the see-through display screen the image of

the object;

reducing an amount of ambient light passing through the

see-through display screen via the neutral density filter;
and

while displaying the image of the object, displaying an

image of a shadow of the object onto the real-world
background scene by
acquiring via the camera an image of the real-world
background scene viewable through the see-through
display screen,
determining a location of the shadow in the image of'the
real-world background scene,
rendering the acquired image of the real-world back-
ground scene to form an enhanced image of the real-
world background scene by
increasing a brightness of the real-world background
scene in the enhanced image of the real-world
background scene in non-shadow regions of the
image and not increasing a brightness within the
shadow, and
displaying the enhanced image of the real-world back-
ground scene on the see-through display screen over
and aligned with the real-world background scene
such that light is added to the non-shadow regions.

18. The method of claim 17, wherein rendering the
enhanced image of the real-world background scene com-
prises darkening the image of the real-world background
scene globally before brightening the region adjacent to the
shadow.

19. The method of claim 17, further comprising determin-
ing a color distribution of ambient light, and increasing the
brightness by increasing the brightness based upon the color
distribution of the ambient light.

#* #* #* #* #*



